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ABSTRACT

Given an input-output sequence of syntactic

translations of sentences generated by a deter-

ministic finite state grammar G into Z*, a

method is given for discovering the function which

maps productions of G into Z* that gives rise

to the observed translation.

1. INTRODUCTION

Let G = (VN, VTs P, S) be a right linear grammar [2]. Thus

all productions in P are of the form

A - aB or A - a

where A and B are syntactic variables in VN, and a is a

terminal (or word) in V. We shall assume that G is deterministic,

by which we mean that for every pair (A, a) c VN x VT there is

at most one production in P of the above form. We denote the

set of sentences generated by G by L(G).

"* With G we shall associate what we shall call the wiring

diagram G of G. 7
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Definition. Let G be a right linear grammar. Then the wiring

diagram G of G is a directed pseudograph [31 with labelled arcs.

The node set N(G) is VNYU{F}, where F is a symbol not in

VN UV . The arc set A(G) is determined by the productions of

a
G: if A - aB is an element of P then A a-*B is a labelled arc

a
of G; if A - a is an element of P then A - F is a labelled

arc of G.

For example, if G = i{S, T, U, V}, {a, b, c}, P, S where

P = {S - aVjbT, T - aTIcUlb, U bSIa, V cUIbU}, then G is shown

in Figure 1.

(S

aa

F r

Fig ure 1.
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There is obviously a natural correspondence between the elements

of L(G) and the set of walks from S to F in G; i.e.,
Xn

L(G) = {x x-- X1, X - X,...Xn - F are labelled arcs

Of G, for some XI,...*Xn-I S VN}. We shall assume throughout

this paper that for each A e VN in G there is a path from S

to F that passes through A.

Definition. Given a deterministic right linear grammar G and a

finite abstract set of symbols 0 = }...,4s} , a syntactic trans-

lation is a map f from A(G) to ¢*.
• a

If A -a B is a labelled arc of G and if the image of this arc

under f is p where s 0 *, then graphically we write

aj
A -~ B

(D* is the set of finite length sequences from t, including A,

the empty string).

This definition is basically equivalent to the definition of

a generalized sequential machine (gsm) [1), where f is called an

output function.

By extending the definition of f in the natural way we have

fex: L(G) -€ *

i.e., if we have under f

S a1j,(I) anl(n)
- , A1,..., A 1  - , F

with 4(I),..,€(n) e @*, then the sentence
fe

ala 2 f... an . .(1) (2) . (n)

-~~~~~~~ 1- a 2--------------.----~--. 'n.--- ----
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In the syntactic translation as shown in Figure 2,

ba 2b - 545000

etc.

S

b 5040302

Vj30

cI 012033

UU

l et A(G, P) be the sex fsatctensionion of A, t (*) ) Wesal

refer to elements of A ex (L(G), 1 *) as syntactic maps.
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2. TREE COMPOSITIONS

Definition. Let E be a finite alphabet, and x e Z*. A

k-composition of x is defined to be an ordered k-tuple c e (*)k

C = (c 1 ,....,c k  having the property that c IC2 ck = x. The

set of k-compositions of x is denoted Ck(x).

For example, if Z = {a,b,c}, then C 3(ab 2c) is the set

{(A,Aab 2c), (Aa,b 2,c), (Aab,bc) .} where A denotes the

empty word. In general, ICk(X)l (n+k1) = (n+k-1) if lxi n.kx k-1 n ]i x

The notion of composition is extended to trees.

Definition. Let E be a finite alphabet, T a rooted directed

tree T = (N(T), A(T)). Thus T is a directed tree with a dis-

tinguished node R E N(T), and for each node N c N(T) there is a

unique directed path from R to N. The leaves of T, denoted

L(T) C N(T) - R are the nodes of T with degree 1. Assume the

elements of L(T) are ordered LI,..., Lt where t = IL(T)I. For

a given element x = (x1,...,xZ) C (Z*) a T-composition of x

is defined by a function

A(T) - *

having the property that for each leaf L. of T, and unique path

a1 ,...,ak e A(T) from R to L.,

tc(a 1 )tc(a 2 ) ... tc(ak
)  = x.

Thus a tree composition reduces to a k-composition when the

tree is a rooted path consisting of k connected arcs. An example

of a tree composition of (ab,ab,b,ba) is shown in Figure 3, for

the complete binary tree with 7 nodes. Giveo T, along with an

ordering for the leaves, and x e (z*)L(T) we denote the set of

all tree compositions of x by TC(T,x).
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T x (ab,ab,b,ba)

1

2 iu~ 3.

A A a A A b

An(~x e/een bfT(~)cnb ersne sannngt

TCTx=2 3 2 33

intge batc poi in b natra waya

1 Q
a b ab A ab b

2 3 W

b b A a a A a

4 5 6 7 52~ ~ :~ 7

Figure 3.

An element of TC(r,x) can be represented as a non-negative

integer lattice point in a natural way:

If a,, ... , a IA(T)I is some ordering of the arcs, then

tc(a) - tc(a)I a e A(T)

specifies a lattice point in L = jA(T)' -= non-negative

integers.
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We denote by SITC(T,x)] the set of lattice points defined

above. A partial order < is defined in L for s,t E L

s S Tt iff t is obtained from s

by moving objects up the tree.

For example,

o 0/\2 o < , etc.

00

We define, for SC L, max S = the elements of S having the pro-

perty that for no t e S: s < t , t # s

3. THE INDUCTION PROBLEM

It is possible for two distinct syntactic translations to be

extended to the same syntactic map. Thus we define an equivalence

relation, , on S(G,O*) by defining f1 - f2  iff f1  and f2

are extended to the same element of Sex(L(G),t*).

The induction problem for syntactic translations is this:

an observer 0, who we assume knows the internal structure of the

wiring diagram G except for the syntactic translation, can ob-

serve sentences from L(G) along with their image in c?* under

the unknown syntactic translation. Thus he can observe the syn-

tactic map for a few sentences in L(G). 0 wishes to discover an

element f e S(G,$*) (up to equivalence) such that fex holds.

We assume 0 can pick the sentences he wishes to observe. The

theorem that follows shows, essentially, that 0 can pick a finite
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number of sentences from L(G) from which syntactic translation

discovery is possible.

THEOREM: The syntactic translation (up to equivalence) can be dis-

covered by observing a finite number of sentences W.

Remark: What the theorem says is that on observing a finite set

W (to be constructed below), 0 is presented with a finite number

of word equations:

a1 1a1 2  * . a i1

(E)

kI a k2 akik '(k)

where IWI = k, amn e A(G) (the arc set of G) and 0(j) the

observed image in ?* corresponding to the sentence determined by

the walk aj, ... aji in G. A solution of E (that is, an

assignment of values in 0* to the arcs A(G) so that E is

satisfied) will solve the induction problem.

Proof: The proof follows the construction of the implicit functions

in [4].

We construct a spanning tree T in G, rooted at S and

connecting all nodes in V N . F is not connected to the spanning

tree. For the example of Figure 1, a spanning tree T is indicated

by darkened lines.

Label the arc set A(G) in such a way that A(T), the set of

arcs in the spanning tree are al,..., at.
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From D and A(T) = {a1 ,...,at} we create a new set of sym-

bols. In general let X be a finite alphabet {X , ...,xn}. Then

define X°  to be the group freely generated by the symbols of X,

with A the identity element. Form (, U A(T)).

Begin at F and consider all arcs a entering F. Call this

set A(F), A(F) ¢. Take an element a in A(F). In what fol-

lows if a is the arc A --x- F then a(a) = A, w(a) = F. Thus

r c(a) e VN and thus there is some walk w = ai ,.. ,ai , a from S

to F with ai ,...,ai e A(T). The sentence determined by the
1 3

walk w, call it s, is mapped to (s), which 0 observes and

writes

a = a:'... a I e (,PUA(T) ° )

This is done for each element of A(F).

0 now considers the arcs of A(G) - (A(T)LJA(F)). Let A( j ) =

the set of arcs a of G not in A(T) such that the number of

arcs in the shortest path (a walk with no repeated nodes) from

w(a) to F is j (i.e., A(0 )  = A(F)). Suppose 0 has computed

the equations for the arcs in A(O ) ,. .. ,A (j  l ).  Let a e A(j )  and

let a,b1,...,b j be a shortest path from w(a) to F. Now

c(a) e V N hence

ai "'" ai  ab 1  ... b.,

a walk from S to F, ai  ,...,a i  A(T). If this corresponds
1 3

to sentence s then 0 observes (s), so that

a -a:' .. ai' € b b 1 1 (UA(T)) ° by using the equations

for b1 ,...,b j  from previous computations. This process terminates

with a list of equations
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ak1 91

aq = gq-k

where g11 ... gq-k are elements of ( DUA(T))0 .

For example, from Figure 3 if we define the arcs
a

a1  S -a V

a2  S - T spanning treeI: c ia3 V - U

a
a4  U-- F

L a ~ ba 5  T ---- F

aa 6  T - - T

a 7  T -u

a8  U- S
b

a9  V- U

Then

2
1 3 4 = 30i¢3020i05 4

a2a5  = ¢504302¢4¢14

a2a6a5  = 5403 2 502041

a2 a_7a 4  = 5040302 4 201 5 4 ,

aa 9a4  
2

aaaaa2 2Saa3a8a2a5 = 30100102¢3€2 50403 2 401

These equations can be solved in the group (,UA(T))°  by the

method indicated.

It follows from [4] that, given (I), the syntactic map is the

same for all assigments of al ... a k to elements of 0o, and

. ... .
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hence D*. What this means is that, given the finite equations

(1), an assignment of values in D* to the arcs of the spanning

tree a1,..., ak so that ak+l,...a q  as defined by (I) are in 4*

will solve the induction problem. 0.

A sequence al,...,ak e 0* such that ak+,... ,aq  are in

¢* is called a feasible point.

4. THE INDUCTION SOLUTION

The structure of equations (I) will help in solving the word

equations. Instead of the equation ak+r = gr in (I) let us con-

sider its associated equation r = 1,...,g-k
( a .'ai ak+r b 1 " b.

as determined in the proof of Theorem 1. Thus a. ... ai. denotes
1 j

a descent down the spanning tree T, ak+r the unknown in (I),
b 1.. b. a shortest path from w(ak+r) to F.

From T we shall construct a new tree T' by adding leaves

to T as follows. The new leaves will be labelled aj+l,... aq

and will be directed respectively to the nodes

q)

Thus the spanning tree T of Figure 1 becomes T' in Figure 4.

If we consider TC(T',x) where x s (@,)q-k x (

is the vector of observed sentences from 4*, then obviously the set

of feasible points a ,...,ak are in T(T' a 1,..., ak that is,

TC(T',x) restricted to the arcs a1 ,...,ak. In some examples it

turns out that a feasible point can be discovered by computing

max [TC(T',x)], but this is not always the case. Consider Figures 5

and 6.
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( Figure 4.

a-a

a u

a
- ~ 2

22

2 2

Figure 5.



-13-

S

00

V Tmax TC(T,x)aa

Figure 6.

Figure 6 gives max rC(T'x) al,a,a 3 a feasible point (which

is easily verified).

Figure 7 gives an example of a case where max TC(T',x) ai T

is not a feasible point.

An obvious necessary condition, in addition to the feasible

ispoints being in TC(T',X))a i £T' i

I aiI + "llra + a + b1 + ... + bj

Note for the example in Figure 7, if we let ail =x i then

S x2 + x3  =2

xI + x5 + x3

x2 + x 4 + x 5 + x3  4

If x1 = 3 and x2 =I, as we have in the max TC(T',x)aeT solution,

then there is no (x3 ,x4 ,x5) non-negative solution.



(a4 ) b(a

a 2)

aa

2 2

213~ o 1l

max 7c( ) la 1 £-T

Figure 7
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As before, we denote the word equation for the variable

ak+r b' A( j ) )

a ... a i  ak+r b ... b.'1 k~ j (r)

Let us now assume that b b. (a shortest path from w(ak+r)

to F) is chosen so that it is a suffix of a previously defined

walk.

THEOREM: A sufficient condition for an assignment of arcs a E T

to values in 4* to be feasible is that it satisfies

max TC(T',O)
subject to

f (*) w = (j)

where w(j) is the walk from S to F corresponding to the var-

iable ak+j

Proof: Let (a), a e A(G), be the "true" unknown syntactic

translation, so for r = 1,..., g-k

1(a )( 1 )^(ak )^(b (r) )  . (b( r ) ) .

Let (a)lae T be the assignment determined by the criteria stated

in the theorem.

We claim that for each s = 1,..., Z

...., (ais ... O(ai£ )  O(ak r  .. (bj

is a suffix of

5(ai  . (ai  ^(a ... (bs 0 £)j

If this were not true, then we would have, for some s ,

11 s-1

being a proper prefix of
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(ai  a . s(ai  )
and this contradicts maximality.

Consequently, (bI) ... (b.) is a suffix of @ r) (by in-

duction, b 1 - b is of the form ais ... a! a. bi ..

for a previously computed walk) (ai ) " .(ai ) is a prefix

of ¢(r) , so by (*) we have a solution in D* of q(ak+ r ).

The example of Figure 7 shows that

x2 + x3  = 2

x + x5 + x3  = 3

x2 + x4 + x5 + x 3 = 4

-> (Xl,X 2 )  {( , ) ( , ) 1, ) 1, , 1 2)

(xl,x2) = (1,1) corresponds to

1

3 2

max TC(T',x) a eT

subject to (*)

which is indeed feasible.

It is evident that we may replace TC(T',f) with a set of

inequalities, i.e., for the example in Figure 7 we must have

X 3

x2<I

for the example in Figure 5

x, 3

x2 _ 4

x1 + x3 5.



0-17-

REFERENCES

[1] Harrison, M. (1978). Introduction to Format Language Theory.
Addi son-Wesley.

(2] Hopcroft, J. and Ullman, J. (1969). Format Languagez and
Their Relation to Automata. Addison-Wesley.

[3] Harary, F. (1969). Graph Theory. Addison-Wesley.

(41 Thrift, P. (1979). "An Implicit Function Theorem for Group
Equations Generated by a Finite Automaton," Tech.
Rep. #150, Series 2, Department of Statistics,
Princeton University.

*3

A.-



UNCLASSIFIED
:tECU 'ITY CLASSIFICATION OF THIS PAGE (When Date Entered)

.... READ INSTRUCTIONS

REPORT DOCUMENTATION PAGE BEFORE
. REPORT NUMBErR 2. GOVT ACCESSION NO. 3. RECIPIENT'S CATALOG NUMBER
T. R.#160-Series 2

4. TITLE (ind Subtitle) S. TYPE OF REPORT & PERIOD COVERED

AN INDUCTION THEOREM FOR DISCOVERING Technical Report
SYNTACTIC TRANSLATIONS____ __________

6. PERFORMING ORG. REPORT NUMBER

7. AUTHOR(s) S. CONTRACT OR GRANT NUMBER(s)

Philip R. Thrift N00014-79-C-0322

S. PERFORMING ORGANIZATION NAME AND ADDRESS 10. PROGRAM LOEMNTI CT TASK

Department of Statistics AREA 6 WORK UNIT NUMBERS

Princeton University
Princeton, N. J. 08540

I1. CONTROLLING OFFICE NAME AND ADDRESS 12. REPORT DATEJanuary 1980
Office of Naval Research (Code 436) J nUMBEROFPAGES
Arlington, Virginia 22217 17

-14. MONITORING AGENCY NAME&' ADDRESS( J diltrent from Controllitd Office) IS. SECURITY CLASS. (of this report)

UNCLASSIFIED

15s. OECL ASSI I C ATIONi DOWN GRADING

to. DISTRIBUTION STATEMENT (of this Repott)

Approved for public release; distribution unlimited.

17. DISTRIUTION STATEMENT (of the abstract enltered In Block 20. If different ftm Report)

IS. SUPPLEMENTARY NOTES

1S. KEY WORDS (Coutlnue on reverse aide it neceesary and Idont tY by block numhst)

I,

20. AS131rCT (Cotinue an revese side If neceer and Idseatlfp by alock nabet)

iven an input-output sequence of syntactic translations of
sentences generated by a deterministic finite state grammar G
into E*, a method is given for discovering the function which
maps productions of G into t* that gives rise to the ob-
served translation.

DO jIAN? 1473 EDITIONOrINOVSSISOUQLETE UNCLASSIFIED
S/ 0102.LF-0146601 SECURITY CLAWFICArt

a
Of TN#$ PA@3 ( l0he Data Etere



(poeoa* *se *WO IAd)3D~ii SiHW..O N uoumvIiUVo A.LimflJss

(PSJOSuZ eaMa &M"4) 2O~d SIMIj AO NOIIL3IAIS5I-I A1LI111MOM


